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Within-study comparisons

"̂#$% = '(%# − '($% "̂*+,-#$% = '(%# − '($.
/0 = "̂*+,-#$% − "̂#$%
/0 = '($% − '($.

Sources: Imai, King and Stuart (2008); Wong and Steiner (2016); LaLonde (1986) 
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Data

Sources

Archive of experiments (RCTs)

Pupil
• Performance tables

• Pupil Census

School
• Performance tables
• School census
• School workforce
• School finance
• Ofsted

Neighbourhood
• Indices of deprivation

Data

Information on which schools/pupils 
participated in experiments

Academic attainment in maths and English 
(outcomes=grade 6; pre-test = grade 2)
Demographics (age, rurality, gender)

School size & type (academy status, # of pupils)
Staffing (e.g. teacher:pupil ratio)
Budget (£/pupil; spending on ‘outside services’)
Most recent Ofsted evaluation [Ofsted = official 
inspection body]

Children Deprivation Index (IDACI), 
crime, housing

Average attainment (level and change over time)
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Interventions (1 of 2)
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Interventions (1 of 2)
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Estimating selection bias

• !"#$%&

• Simple contrast between 
RCT control and 
observational control

• Initial assessment of how 
big an issue selection bias 
might be (Wong et al. 2018)

• !'#()*

• Condition on observables

• For each program, we generate a matched 
comparison group:
• 1:1 matching
• No replacement
• Mahalanobis distance+propensity score caliper

• Our goal was to use a method that:
• is common in applied research, rather than 

something cutting edge
• is computationally cheap (for simulation-based 

inference)

Naïve bias Bias after conditioning on observables
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Estimates of underlying bias

Estimated bias
(Effect size units)

!"#$ = 0.01)
*+,-.#/ 0#1$-234" = 0.03)
!#6 0#1$-234" = 0.11)
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Summary of research

• We compared RCTs to Matching 42 times, and didn’t find systematic 
differences.
• Results were similar for Maths, Reading and Writing outcomes

• Some may be tempted to conclude that “selection bias” isn’t a big 
problem, so long as we’re working on school evaluations, with rich admin 
data…

• …we argue that this goes too far and that there are limitations to bear in 
mind:
• Non-radical interventions
• Selection bias is a ‘moving target’ and needs constant re-checking
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Thanks
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Questions
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Recommendations for the IES/EEF and researchers
(along with some ideas for future work)

1. We should do more observational evaluations using resources like the 
National Pupil Database in England

2. Conduct within-study comparisons as part of follow-up analyses

3. Use within-study comparisons to systematically examine the performance 
of different non-experimental methods



13

Existing evidence from schools: not many estimates, but a promising context

Project STAR
(Wilde et al. 2007)

Best practices 
(Fryer 2014)

Charter Lotteries 
15 states 

(Fortson et al. 2012)

Magnet Lottery 
(Bifulco 2012)

Indiana Diagnostic 
Assessment

(Hallberg et al. 2016
St Clair et al. 2014)

Charter Lotteries 
Boston

(Abdulkadiroglu
et al. 2011)

Charter Lotteries 
(Gill et al. 2016) Outcome

English

Maths

Maths/
English

Method
CITS/DiD
Matching

Regression

School Lotteries

School Programs

Source: Wong et al. (2018)
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Summary of covariates
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Characterising Bias

First, define ! "#$%&'( as the adjusted mean comparison outcome:

Where

Now,
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Estimating !"#$%& in more detail

• '()*+, is a contrast between RCT control, and matched comparison group

• After generating a matched comparison group, we estimate '()*+, using a 
regression model

• For each intervention - and outcome ., we fit the following model for pupil /
in school 0:
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Meta-analysis

• Observed estimates of selection bias, !"#$ are modelled as follows:

!"#$|"#$~' "#$, )#$*

"#$~' +, ,*
Where
• "#$ is the underlying bias. We model this as a random effect that differs across 

interventions and outcomes. The mean bias is + and the variance is ,*
• Observed estimates of bias deviate from the underlying parameter due to 

sampling variation, which is captured by )#$*

Sources: Higgins, Thompson and Spiegelhalter (2009); Weiss et al. (2017)

After estimating ,̂* and +̂ we generate empirical Bayes estimates of bias:

Where: 

Finally, we turn these into contrained empirical Bayes ."#$ so that /01 ."#$ = ,̂*
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Meta-analysis details (part 1)

• We estimate ! using the method of moments approach from Higgins et al. 
(2009):

Where:

• Then, letting "#$% = '($%) + !̂) ,-
, we estimate .̂ = ∑0123"423

∑"423
• Estimates of '($%) come from our simulations under the null
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Meta-analysis details (part 2)

• K is the effective sample size, and is based on the icc of the bias estimates 
[i.e. the intra-class correlation within cluster, defined as !"] 

• Specifically:

Where our estimate of !" comes from a multilevel model in which 
#$%&~((*&, ,-.), *&~((01, ,2.), and !" = 4567

456784597
.

• Once we have estimates of ;̂ and <̂ we get simple empirical Bayes estimates 
(shrinkage estimates):

• We then scale the $%&∗ so that >?@ $%&∗ = ;̂.
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Meta-analysis: sensitivity check

• There don’t appear to be differences across outcomes (maths, reading 
writing)

• So, as a sensitivity check, we re-run our meta-analysis treating each 
intervention as 1-unit

• We use the same Method-of-Moments approach (but now K=14). 
• The estimated value of ! is smaller than (# − 1), so the MoM estimate 

of (̂) at the intervention level defaults zero, as 

• The 95 percent confidence interval of (̂) using is [0,0.05], which we 
generate using test inversion (a la Weiss 2017)

and
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Null hypothesis testing
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Null hypothesis testing


