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**Background / Context:**
In accordance with the National frameworks for inquiry (NRC, 1996), The Science Assistments project (www.scienceassistments.org; NSF-DRL# 0733286; NSF-DGE# 0742503, NSF-DRL# 1008649; U.S. Dept of Ed.# R305A090170Gobert et al, 2001, 2009) has developed a rigorous, technology-based learning environment that assists and assesses (hence, “assistments”) middle school students in Earth, Life, and Physical Science so that teachers can assess their students’ skills rigorously, frequently, and in the context in which they are developing, namely, during instruction (Mislevy et al, 2002). Our program of work represents a significant advance over other programs that utilize pencil and paper assessments because ours makes use of a state-of-the-art logging infrastructure to do web-based tutoring and assessment (Razzaq et al, 2005). Our learning environment Science Assistments (www.scienceassistments.org;) scaffolds middle school students’ scientific inquiry skills, namely, hypothesizing, designing and conducting experiments, interpreting data, warranting claims with evidence, and communicating findings.

**Purpose / Objective / Research Question / Focus of Study:**
We present work towards automatically assessing data collection behaviors as middle school students engage in inquiry within a physics microworld. In this study, we used machine learned models that can detect when students test their articulated hypotheses, design controlled experiments, and engage in planning behaviors using our inquiry support tools. We compared two approaches, an averaging-based method that assumes static skill level and Bayesian Knowledge Tracing, on their efficacy at predicting skill before a student engages in an inquiry activity and on predicting performance on a paper-style multiple choice test of inquiry and a transfer task requiring data collection skills.

**Setting:**
Our data were collected in a rural town in Central Massachusetts.

**Population / Participants / Subjects:** Participants were 134 eighth grade students, ranging in age from 12-14 years, from a public middle school in Central Massachusetts. Students belonged to one of six class sections and had one of two science teachers. Approximately 25% of the students are on free- or assisted-lunch and approximately 51% are “Below proficient” on the MCAS science test.

**Intervention / Program / Practice:**
Our learning environment Science Assistments scaffolds middle school students’ scientific inquiry skills, namely, hypothesizing, designing and conducting experiments, interpreting data, warranting claims with evidence, and communicating findings. In this study, we present data from our state change microworld in which students engaged in inquiry to address the effects of various independent variables on a set of dependent variables. The variables in the microworld design were chosen to align with the Massachusetts curricular frameworks for middle school science. The specific tasks of interest in this study were testing their articulated hypotheses, designing and conducting experiments (using cvs), and planning experiments using the table tool.
Research Design:
Our machine learned models were trained using labels generated through a new method of manually hand-coding log files, called “text replay tagging” (Baker, Corbett & Wagner, 2006). We integrated these models into two approaches that assess latent student skill at runtime, Bayesian Knowledge-Tracing and an averaging approach that assumes static skill. Our approach resulted in behavior detectors that can accurately identify our inquiry behaviors of interest under student-level cross-validation. In addition, these models can be applied at run-time to drive intervention or assessment by the learning environment. We integrated these models into two approaches that assess latent student skill at runtime, Bayesian Knowledge-Tracing (BKT) and an averaging approach that assumes static skill.

Data Collection and Analysis:
The state change task (one of a set of domains in which we have used machine learning for assessment), which was used as an assessment of students’ inquiry skills and content knowledge of the domain, engaged students in a series of inquiry tasks; the following were used in our analyses: testing articulated hypotheses, designing and conducting experiments (cvs), planning using the table tool.

Findings / Results:
We compared how well the averaging-based approach and the BKT model each fit actual student performance by predicting student inquiry skill using the probability that the student knew each skill of interest before each practice attempt. For each inquiry skill, the two models, the average-based model and BKT model, fit comparably well to student performance. There was at most a 2% difference between the two models for each behavior, testing hypotheses (BKT model A’=.79 vs. Avg model A’=.77), designing controlled experiments (A’=.74 for both), and planning using the table tool (BKT model A’=.70 vs. Avg model A’=.71). See table 1 for means and standard deviations for each approach.

The models for estimating proficiency also enabled us to determine if performance on authentic inquiry skills in the learning environment predicted performance on the transfer tests. Overall, each model for an authentic skill was correlated to its corresponding transfer test (when such a test was available), though somewhat unexpectedly; the average-based model predicted as well or better than the BKT model. Although the correlations were relatively weak, our findings provide some evidence that the skills for successfully engaging in authentic inquiry and answering equivalent paper test-style multiple-choice questions are related. See table 2 for correlations.

Conclusions:
Our findings provide some evidence that the skills for successfully engaging in authentic inquiry and answering equivalent paper test-style questions are related (Black, 1999; Pellegrino, 2001). Furthermore, our findings support the notion that authentic skill learned in one context can be applied to other domains, as shown by the significant correlation between performance in designing controlled experiments in two domains. As such, these models have considerable potential to enable future “discovery with models” analyses (cf. Baker, 2010) that can shed light on the relationship between a student’s mastery of systematic experimentation strategies and their domain learning. Additional research will be needed to determine if these findings are
robust over different student populations and if the feature set and associated detectors are
general enough (cf. Ghazarian & Noorhosseini, 2010) to be applicable to microworlds in other
scientific domains. It will also be important to determine if these relationships will hold after
incorporating scaffolding, thus giving students a better opportunity to both perform well despite
incomplete knowledge, and to acquire these skills while using the microworld.

In summary, our work represents an advancement in automatically assessing and estimating
procedural skills in an ill-defined domain, particularly the procedures that students use as they
engage in scientific inquiry within a science microworld. Furthermore, this work represents the
development of the first verifiable machine-learned models of inquiry behavior derived from
student actions and human classifications. We also showed how these behavior detectors could
be aggregated to form estimates of skill proficiency. These estimates enabled us to study the
relationship between authentic inquiry skill and performance on multiple-choice test-based
measures of inquiry, with implications for the future design of standardized tests in this domain.
In addition, this paper presents iterative improvement to the development of machine-learned
models of skill in ill-defined domains. Our text replay-tagging approach could easily be applied
to generate validated detectors of procedural skill in other domains. Moreover, such detectors
can be used as a basis for formulating estimates of skill to support scaffolding and prediction of
external measures of learning.
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Table 1. Means and Standard Deviations for estimates of authentic skill and posttest measures, N=134.

<table>
<thead>
<tr>
<th></th>
<th>MAX</th>
<th>M</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AVERAGE-BASED MODELS</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Controlled experiments average</td>
<td>0.25</td>
<td>0.26</td>
<td></td>
</tr>
<tr>
<td>Testing hypotheses average</td>
<td>0.30</td>
<td>0.29</td>
<td></td>
</tr>
<tr>
<td>Planning using table tool average</td>
<td>0.05</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td><strong>BAYESIAN KNOWLEDGE TRACING MODELS</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Controlled experiments estimate</td>
<td>0.32</td>
<td>0.38</td>
<td></td>
</tr>
<tr>
<td>Testing hypotheses estimate</td>
<td>0.43</td>
<td>0.41</td>
<td></td>
</tr>
<tr>
<td>Planning using table tool estimate</td>
<td>0.01</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td><strong>DEPENDENT MEASURES</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inquiry post-test: testing hypotheses</td>
<td>6</td>
<td>2.06</td>
<td>1.53</td>
</tr>
<tr>
<td>Inquiry post-test: cvs</td>
<td>4</td>
<td>2.09</td>
<td>1.18</td>
</tr>
<tr>
<td>Ramp transfer: cvs</td>
<td>4</td>
<td>1.59</td>
<td>1.70</td>
</tr>
</tbody>
</table>

Table 2. Correlations between post-test measures and each model’s estimate of authentic skill, N = 134.

<table>
<thead>
<tr>
<th></th>
<th>Avg-based Model r</th>
<th>BKT model r</th>
<th>t difference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DEPENDENT MEASURES</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inquiry post-test: testing hypotheses</td>
<td>.41 ***</td>
<td>.31 ***</td>
<td>2.50 *</td>
</tr>
<tr>
<td>Inquiry post-test: cvs</td>
<td>.26**</td>
<td>.26**</td>
<td>0.03</td>
</tr>
<tr>
<td>Ramp transfer: cvs</td>
<td>.38***</td>
<td>.37***</td>
<td>0.21</td>
</tr>
</tbody>
</table>

Note: The t difference between model correlations was computed using a significance of the difference between two correlation coefficients for correlated samples (Ferguson, 1976, pp.171-172).

*p < .05; **p < .01; *** p < .001