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Background / Context:

Growing interest in teaching quality and accountability has focused attention on the need for rigorous studies and evaluations of professional development programs (Darling-Hammond & Sykes, 1999; The Holmes Group, 1986; National Commission on Teaching and America’s Future, 1997). This is particularly true given the consistent evidence that teachers differ substantially in their effectiveness (e.g., Aaronson, Barrow, & Sander, 2007; Rivkin, Hanushek, & Kain, 2005; Rockoff, 2004). Teacher development is increasingly viewed as one of the primary levers for improving teaching quality and ultimately student achievement (Correnti, 2007; Desimone, 2009), which has led major funding agencies to devote substantial resources to measuring and improving teacher quality and effectiveness.

However, the study of PD has been hampered by a lack of suitable instruments. Student outcomes are arguably too distal because many factors intervene between effective PD and what students learn (Yoon, Duncan, Lee, Scarloss, and Shapley, 2007). Conventional assessments of teacher content knowledge typically consist of straight subject matter tests and do not focus on the specialized types of content knowledge emphasized in PD and used in teaching (Ball, Thames & Phelps, 2010). Proxies such as teachers self-reports of their knowledge or learning do not assess what teachers actually know or learn (Garet, Porter, Desimone, Birman, & Yoon, 2001; Desimone, Porter, Garet, Yoon, & Birman, 2002).

We suggest that a more direct and proximal outcome of PD is teacher knowledge, which also serves as an important mediator in explaining effects of PD on student outcomes. There is empirical evidence supporting teachers' knowledge as a critical ingredient and central outcome of effective PD. Recent research has linked PD with changes in teachers' knowledge and quality (Correnti, 2007; Garet et al., 2001). More recent literature has also established links among teacher knowledge and student learning in multiple subjects (Carlisle, et al., 2011; Kelcey, 2011; Hill, Rowan, Ball, 2005). Further, federal policy has acknowledged the importance of teachers' knowledge and its role in teachers' PD (Yoon et al., 2007), and IES has repeatedly identified teachers' knowledge as a valued outcome (e.g., IES Education Research Grants, 2012, p. 19).

Until recently, there had been few instruments suitable for measures the types of teacher knowledge supported by the literature. However, new models of assessment are emerging that provide a direct measure of the range of content knowledge needed to address the content problems that arise in teaching. One prominent example is the set of Learning Mathematics for Teaching (LMT) measures developed by Ball, Hill, and colleagues (Hill, Schilling & Ball, 2004). There is strong evidence that the LMT assessments measure knowledge that is different from conventional tests of mathematics, specialized to teaching, sensitive to PD treatments, and associated with instructional quality and student outcomes (Hill et al., 2008; Rockoff, Jacob, Kane, Staiger, 2011; Hill, Rowan & Ball, 2004; Hill, Schilling & Ball, 2004).

In this session, we present data from Teacher Knowledge Assessment System (TKAS), which is designed to administer LMT measures. TKAS is being widely adopted in the evaluation of PD programs with over 500 separate program administrations and 16,000 teachers representing every major region in the country. TKAS provides a first of its kind data base that can be used to assess the suitability of teacher knowledge assessments as tools for studying teacher development across a wide range contexts, teachers and program designs.

Purpose / Objective / Research Question / Focus of Study:

The purpose of the current study is to leverage the TKAS dataset to develop a set of empirical benchmarks of effect sizes for designing rigorous studies of teacher professional development programs. While several studies have been conducted to understand how effect
sizes vary in PDs of different design features, the existing empirical research base has offered only limited guidance because evidence has been mostly derived from small-scale evaluations of single-site programs with questionable outcome measures (Borko, 2004; Wayne, Yoon, Zhu, Cronen, & Garet, 2008). This paper overcomes these limitations by drawing on the TKAS data for programs serving in-service teachers.

We will use the pre- to post-test gains in knowledge made by teachers over the course of their respective professional development programs as an empirical benchmark. We recognize that these gains include many forms of selection bias and that more precise treatment and control contrasts would be more optimal in indexing professional development impacts. However, the extant literature has offered little in the way of any type of benchmarks of professional development effects (Wayne et al. 2008). As a second step, we present empirical estimates of effect sizes for programs classified according to major design features of PD sessions. These include program duration, program density (contact hours/duration) and characteristics of program participants including starting levels of knowledge and professional attainment.

**Setting and Population / Participants / Subjects:**

The TKAS database includes 5 different elementary and middle school outcomes: (1) Elementary number and operations; (2) Elementary patterns, functions and algebra; (3) grade 4-8 geometry; (4) Middle school number and operations; (5) Middle school algebra; and (6) early elementary reading. Data come from 41 states and the District of Columbia. While not nationally representative (or representative of states), these data comprise one of the largest samples of teacher PD programs to date.

The TKAS data system is employed by a variety of users (e.g., teacher educators, district personnel) for a variety of purposes. To ensure that our analytic sample only included teachers enrolled in professional development programs, we limited our sample in a few important ways. First, we dropped preservice teachers and preservice programs from the sample. We also excluded PD programs of fewer than 10 teachers, given concerns about the estimates of program effects drawn from such small samples. Finally, we only included teachers who had both pre- and post-data available. The final sample included 5,318 teachers in 259 programs. We present descriptive statistics in Table 1.

**Research Design**

Our research design consists of two research goals. In the first, we investigate the average effect sizes of over 259 PD programs in math, paying specific attention to variation across programs and variation across outcome measures. To calculate our effect sizes, we follow the convention proposed by Lipsey and Wilson (2000) for one sample pre-post designs; i.e., the pre-group mean is subtracted from the post mean and divided by the SD at pre. These effect sizes are then combined in a random effects meta analysis. We choose to consider professional development programs as random effects because our goal is not to draw inferences to any specific or single professional development program. Rather, we consider our sample of over 250 professional development programs as a sample of the population of professional development programs.

Second, we will leverage the extensive professional development questionnaire describing the enacted professional development interventions and teachers using data collected from surveys of teachers and program providers (i.e., the individuals who led the PD programs in individual sites). Based on our initial review of the literature, we will use the survey data to focus on five professional development characteristics that set programs apart: (1) the pedagogical focus of the professional development (e.g., improving teachers' content knowledge, improving
instructional practices, learning how students' think mathematically, how to construct student assessments, etc.), (2) the density (frequency and duration) of the professional development program, (3) the substantive focus of the professional development (e.g., number sense, fractions, geometry, algebra, etc.), (4) the engagement with artifacts directly related to the mathematics instruction (e.g., students' work, videos of instruction), and (5) the teacher reported alignment of the professional development program with their teaching context (e.g., with local standards, curricula and instructional goals).

Please note that in this abstract, we only present findings related to the first research goal, as we are in the process of preparing the survey data for analysis. The final paper presented at SREE will include all of the above analyses.

Significance / Novelty of study:

Our empirical benchmarks of PD effect sizes serve two purposes. For one, such benchmarks provide a context for interpreting the magnitude of effect sizes drawn from future empirical studies. In this sense, our results provide a more relevant point of reference than two other commonly-employed benchmarks—Cohen’s guidelines for small, medium, and large effect sizes, and empirical benchmarks that have been derived from studies using student outcomes. If studies include teacher knowledge as an outcome, the magnitude of their effects should be interpreted relative to other studies of teacher knowledge.

Second, our results will provide guidance in the design of future studies of the effectiveness of PD interventions. As Desimone (2009) and others have argued, teacher knowledge is an important outcome in PD interventions, and it may provide a more proximal measure of a program’s effectiveness than student achievement.

Statistical, Measurement, or Econometric Model:

As described above, to provide an overall description of the distribution of effects from our sample of professional development programs, we calculate effects for the pre-post gains of each program. We then use a random effects model to combine weighted means (using inverse variance weights) of the program effects. This procedure is repeated across each of the five study outcomes.

To assess pre- to post- test gains and the extent to which these gains vary by teacher, school and professional development factors, we will use a cross-classified random effects model. Each teacher in this dataset is cross-classified by school membership and professional development program. As a result, we first use random effects to address the clustering among teachers within schools and, second, use random effects for the clustering of teachers within professional development programs. We consider estimates over the entire sample using

\[
\Delta Y_{ijkl}^{(A)} = \gamma_{0000} + u_{jk} + r_k + t_l + e_{ijkl}
\]

where \(\Delta Y_{ijkl}^{(A)}\) is the knowledge gain for MKT outcome A for teacher i in school j in district k who participated in professional development program l, \(\gamma_{0000}\) is the overall average gain, \(e_{ijkl}\) are the teacher specific residuals (with distribution \(N(0, \sigma^2_e)\)), \(u_{jk}\) are school specific random effects (with distribution \(N(0, \sigma^2_u)\)), \(r_k\) are the district specific random effects (with distribution \(N(0, \sigma^2_r)\)), and \(t_l\) are the PD specific random effects (with distribution \(N(0, \sigma^2_t)\)).

Findings / Results:

The pre-post effect size estimates are summarized in Table 2, and we also present the number of teachers (N), programs (J), and the calculated unconditional ICCs for the five math outcomes. The effect sizes vary from 0.12 for MSPFA to 0.25 for ELGEO, with an overall mean of 0.19. Across the board, our estimates are smaller than benchmarks that have been developed.
for measures of student achievement. Hill, Bloom, Black, and Lipsey (2007), for example, conducted a meta-analysis of 61 similar interventions that used student achievement outcomes. They found that for elementary school studies, middle school studies, and high school studies, the average effect sizes were 0.33, 0.51, and 0.27 respectively. Our results suggest that these student achievement benchmarks may be inappropriate for the design of studies that use teacher knowledge as an outcome. Also, it is worth noting that there is some meaningful variation attributable to programs, with ICCs ranging from .01 to .16.

As an example, in Figure 1, we present the distribution of effect sizes (and their confidence intervals) for one outcome, ELGO, sorted from smallest to largest effect size estimate. These results again highlight just how much variance there is in effect sizes across programs.

While we have conducted preliminary analyses to demonstrate variation in program effect sizes, we are currently evaluating the most defensible ways to categorize programs by design features such as duration, density, content focus, and initial knowledge of the teachers served in the program. Additionally, the final results presented at SREE will also reflect our ongoing efforts to handle missing data from pre- to post-test, as well as the shared variance in outcome test measure for programs that assessed teachers using more than one CKT assessment.

**Usefulness / Applicability of Method:**

Our sample is the largest to date of these kinds of teacher knowledge measures, affording the opportunity to estimate design parameters of effect sizes for planning group randomized trials in teacher PD (and for evaluating the relative magnitude of effects found in future empirical studies). At the same time, we recognize the limitations of our estimates. All were drawn from pre-post designs and we have not controlled for how teachers were selected into PD programs. With this in mind, one important topic for discussion with the SREE audience will be to discuss the significance of our findings. Given that we lack any empirical benchmarks for interpreting teacher knowledge effect estimates, how useful is to reference ones that may be compromised?

**Conclusions:**

These findings, though preliminary, provide potentially important guidance for the design of group randomized trials using teacher knowledge as an outcome measure. Most notable about our findings is the variation of effects between and across outcomes, suggesting that researchers should consider the specific math outcome that is most relevant for their intervention. For example, programs with a substantive focus on elementary geometry have an average effect size of 0.25, while those focusing on elementary patterns, functions, and algebra have an average effect of .17. These results provide context relevant guidelines (e.g., specific to substantive focus) that researchers may use individually or in combination to design studies and/or assess the practical impact of teacher PD interventions. At the same time, our estimation of effect sizes will also assist researchers in the interpretation of observed effect sizes from professional development studies by providing relevant and substantively meaningful benchmarks. In general, the effect size estimates drawn from studies using teacher outcomes are smaller than those found in studies using student achievement as an outcome; they are also “small” based on the benchmarks put forward by Cohen. These findings suggest that studies using teacher knowledge as an outcome should be considered differently than those using measure of student achievement. Lastly, as we conduct the analyses to be included in the full paper, we will attend to how certain characteristics of PD programs are associated with effect size estimates. These analyses of the context of PD will greatly improve our estimates of empirical benchmarks of teacher knowledge.
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Table 1:
*Selected descriptive statistics for the teachers in the TKAS dataset*

<table>
<thead>
<tr>
<th>Variable</th>
<th>Obs</th>
<th>Mean</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td># Math Classes</td>
<td>3078</td>
<td>6.93</td>
<td>7.72</td>
</tr>
<tr>
<td># Teaching Math Classes</td>
<td>3047</td>
<td>2.57</td>
<td>5.39</td>
</tr>
<tr>
<td>National Board Certified</td>
<td>2963</td>
<td>0.14</td>
<td>0.35</td>
</tr>
<tr>
<td>Math Credential K-5</td>
<td>2979</td>
<td>0.64</td>
<td>0.48</td>
</tr>
<tr>
<td>Math Credential 6-8</td>
<td>2979</td>
<td>0.68</td>
<td>0.47</td>
</tr>
<tr>
<td>Math Credential 9-12</td>
<td>2979</td>
<td>0.34</td>
<td>0.47</td>
</tr>
<tr>
<td>Years Teaching Math</td>
<td>2967</td>
<td>10.45</td>
<td>8.40</td>
</tr>
<tr>
<td>Teaching Math K-2</td>
<td>2979</td>
<td>0.18</td>
<td>0.38</td>
</tr>
<tr>
<td>Teaching Math 3-5</td>
<td>2979</td>
<td>0.31</td>
<td>0.46</td>
</tr>
<tr>
<td>Teaching Math 6-8</td>
<td>2979</td>
<td>0.41</td>
<td>0.49</td>
</tr>
<tr>
<td>Teaching Math 9-12</td>
<td>2979</td>
<td>0.23</td>
<td>0.42</td>
</tr>
<tr>
<td>Female</td>
<td>3091</td>
<td>1.21</td>
<td>0.41</td>
</tr>
<tr>
<td>White</td>
<td>3077</td>
<td>0.71</td>
<td>0.43</td>
</tr>
</tbody>
</table>

Note: These descriptive statistics are based on teachers who completed surveys at pre- and post-survey administration and thus do not reflect the full analytic sample.
Table 2
Average Program Effect Size (by Math Outcome)

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>J</th>
<th>ICC</th>
<th>Mean ES</th>
<th>Mean SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elem. Geometry</td>
<td>1170</td>
<td>43</td>
<td>0.10</td>
<td>0.25</td>
<td>0.18</td>
</tr>
<tr>
<td>Elem. Number Concepts &amp; Operations</td>
<td>2029</td>
<td>69</td>
<td>0.09</td>
<td>0.21</td>
<td>0.13</td>
</tr>
<tr>
<td>Elem. Patterns, Functions, &amp; Algebra</td>
<td>1362</td>
<td>47</td>
<td>0.01</td>
<td>0.17</td>
<td>0.11</td>
</tr>
<tr>
<td>Mid. Sch. Number Concepts &amp; Operations</td>
<td>856</td>
<td>33</td>
<td>0.16</td>
<td>0.24</td>
<td>0.14</td>
</tr>
<tr>
<td>Mid. Sch. Patterns, Functions, &amp; Algebra</td>
<td>2297</td>
<td>63</td>
<td>0.09</td>
<td>0.12</td>
<td>0.07</td>
</tr>
</tbody>
</table>
Figure 1: *Random Effect Estimates of Program Effect Estimates (ELGEO)*