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Abstract Body

Research Context:

Evaluators of education interventions increasingly need to design studies to detect impacts much smaller than the 0.20 standard deviations that Cohen (1988) characterized as “small.” For example, an evaluation of Response to Intervention from the Institute of Education Sciences (IES) detected impacts ranging from 0.13 to 0.17 standard deviations (Balu et al. 2015), and IES’ evaluation of the Teacher Incentive Fund detected impacts of just 0.03 standard deviations (Chiang et al. 2015).

The drive to detect smaller impacts is in response to strong arguments that in many contexts, impacts once deemed “small” can still be meaningful (Kane 2015). Hill et al. (2008) and Lipsey et al. (2012) suggest multiple substantive benchmarks for assessing what a “meaningful” impact would be for a given intervention and context. These benchmarks often suggest that impacts less than 0.20 standard deviations are meaningful. For example, under the cost-effectiveness benchmark, smaller impacts may be deemed meaningful when evaluating less-expensive interventions.

Though based on a compelling rationale, the drive to detect smaller impacts may create a new challenge for researchers: the need to guard against relatively smaller biases. When studies were designed to detect impacts of 0.20 standard deviations or larger, it may have been reasonable for researchers to regard small biases as ignorable. For example, a bias of 0.03 standard deviations might have been ignorable in a study that could only detect an impact of 0.20 standard deviations. But in a study designed to detect much smaller impacts, such as Chiang et al. (2015) in which the impact estimate was 0.03 standard deviations, a bias of 0.03 standard deviations is no longer small—it is enormous.

Theoretical Background:

As study sample sizes increase to allow evaluators to detect smaller and smaller impacts, it is tempting to believe that ceteris paribus, the additional data should (1) always lead us closer to the correct answer and (2) always reduce the probability that we draw false inferences. In other words, we should get closer and closer to asymptopia, a place where “data are unlimited and estimates are consistent” (Leamer 2010).

We define asymdystopia as a context in which a larger sample size is not necessarily better and could even be worse from the perspective of controlling the Type 1 error rate. If, as a study becomes larger, the standard error of the impact estimate shrinks while bias stays the same (or shrinks less than the standard error), then Type 1 errors could become more common. This is because the denominator of the t-statistic (the standard error) is shrinking faster than the numerator (the biased point estimate). For example, if the true impact is 0, bias is 0.05, and the standard error is 0.20, then the t-statistic is 0.05/0.20 = 0.25 (not statistically significant). If bias shrinks to 0.025 while the standard error shrinks to 0.01, then the t-statistic becomes 2.5 (statistically significant at the 5 percent level).
Purpose and Research Questions:

We examine the potential for asymdystopia as studies are powered to detect smaller impacts, where even small biases may lead to false inferences about the existence or magnitude of an impact. We focus on the potential for bias from attrition in the case of randomized controlled trials (RCTs) and bias from regression misspecification in the case of regression discontinuity designs (RDDs). While the methodological details are distinct, in both cases we are unpacking a source of bias that may become increasingly problematic when studies are designed to detect smaller impacts.

Our two main research questions are:

1. How problematic is attrition bias in RCTs as studies are powered to detect smaller impacts?
2. How problematic is functional form misspecification bias in RDDs as studies are powered to detect smaller impacts?

Research Design and Methods:

We examine the first research question using an attrition model for RCTs used in several federal evidence reviews, including the What Works Clearinghouse (WWC 2013; 2014). This model assumes that attrition bias is ignorable so long as it accounts for less than 20 percent of whatever size impact is deemed substantively important. Using this model and data from the WWC on attrition from more than 800 prior studies, we examine:

a. How attrition may become less acceptable, leading to higher rates of false inferences, as studies are powered to detect smaller effects;
b. Contexts in which more favorable assumptions about the relationship among attrition, outcomes, and treatment status may allow for greater tolerance of attrition; and
c. The feasibility of achieving lower attrition rates in future studies that are powered to detect small impacts, based on an analysis of attrition in past RCTs that were reviewed by the WWC.

We examine the second research question using Monte Carlo simulations to assess what happens as the sample size of the RDD increases under varying assumptions regarding the true functional form. The data generating processes used for these simulations are based on data from several prior large-scale RCTs in education (James-Burdumy et al. 2010; Constantine et al. 2009; Campuzano et al. 2009). Specifically, we examine the effect of a larger sample size on statistical power, functional form misspecification bias, and the accuracy of estimated $p$-values. We also assess whether a method proposed by Calonico et al. (2014) can be used to calculate accurate $p$-values, thereby limiting false inferences even in this context.
Findings and Conclusions:

Overall, our findings suggest that biases that might have once been reasonably ignorable can pose a real threat in evaluations that are powered to detect small impacts. Our paper identifies and quantifies some of these biases, and shows that they are important to consider when designing evaluations and when analyzing and interpreting evaluation findings. We also discuss potential strategies to address these biases. Our findings should not be interpreted as suggesting that researchers should avoid powering evaluations to detect small impacts. The problem of small biases is real but surmountable—so long as it is not ignored.
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