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Background

In 2015, the U.S. Congress passed the Every Student Succeeds Act (ESSA), which for the first time defines in law what it means for educational programs to have evidence of effectiveness and requires that very low-achieving schools seeking school improvement funding adopt programs meeting evidence standards. The new law is a demonstration of the growing confidence of educational policy makers in the use of evidence in decision-making and it creates a new urgency for educators to know which programs are proven and which are not. This policy change makes it particularly important that researchers discover methodological factors that may affect outcomes of experimental evaluations.

Cheung & Slavin (2016), Slavin & Madden (2011), de Boer, Donker, & van der Werf (2014), Wolf & Slavin (2018) and other researchers have reported evidence on the effects of design issues on conclusions of meta-analyses. One important design element evaluated in these studies is type of outcome measures. Slavin & Madden (2011) found that measures inherent to experimental treatments compared to independent measures made a substantial difference in effect sizes in What Works Clearinghouse (WWC) reviews, favoring inherent measures. Cheung & Slavin (2016) found that among studies included in the Best Evidence Encyclopedia, measures made by researchers or developers had mean effect sizes twice those of independent measures. The WWC (2017) excludes “over-aligned” measures, so the question is whether there is still an impact among the broader category of measures made by researchers or developers.

Purpose

The purpose of this study is to examine all studies on reading and math (K-12) included in the What Works Clearinghouse database to determine the degree to which studies that used researcher/developer-made measures have different effect sizes from studies that used independent measures.

Method

Data Collection

All accepted studies in WWC reviews in the areas of elementary and secondary reading/literacy and mathematics (K-12) were included in the analysis. The data were obtained from the WWC Individual Study Database (ISD) file, a database that contains information on all single studies included in WWC reviews. The sample consisted of 671 outcomes from 171 studies.

Outcome measures used in each study were coded as follows:

- Independent measures that are primarily state and district tests or other tests that do not specifically measure content or skills only taught in the treatment group, such as the Scholastic Assessment Test (SAT), or Woodcock Johnson Tests;
- Researcher-made measures, created by the researcher or developer for the particular program or study. This category included also measures that are inherent to the treatment, which assess skills or knowledge taught in the experimental group but not in the control group.

A total of 122 outcomes were coded as researcher-made measures and 549 outcomes as independent measures.

Data analysis

We used the meta-analysis approach of subgroup analysis to estimate the weighted mean effect sizes of researcher-made measures and independent measures. Mean effect sizes across studies were calculated after assigning each study a weight based on inverse variance (Lipsey & Wilson, 2001), adjusted as suggested by Hedges (2007), which inflates the variances from school- and class-assigned studies. In combining across studies, we used a random-effects model that takes into account two sources of variance (within-study and between-study variance) (Borenstein et al., 2009).
Findings

The mean effect size of researcher-made measures was more than two times the effect size of independent measures. As indicated in Table 1, the effect sizes for researcher-made measures and independent measures were +0.48 and +0.20, respectively (Q = 54.79, p < .0001).

Similar outcomes were found when we examined only studies that used both types of measures (Table 2). The difference in effect sizes between researcher-made measures (ES = +0.49) and independent measures (ES = +0.30) was smaller than the one found for all studies, but it is still significant (Q = 8.89, p < 0.01).

There are several likely explanations for the inflation of effect sizes by the use of researcher- or developer-made measures. One is that researcher/developer-made measures are over-aligned with the content used in the experimental but not the control group. Often, researchers make a strong statement in favor of a particular curricular approach, and then emphasize that content in their measure. For example, a math researcher might advocate for more use of non-routine problem solving, which is the emphasis of his or her program. However, the control group might receive little or no instruction or practice in non-routine problem solving. If the researcher-made test strongly emphasizes non-routine problem solving, it is not fair to the control students. The experimental students may do better on non-routine problem solving, but perhaps worse on many other topics in mathematics that were, however, minimally measured in the researcher’s test.

Another reason independent measures are essential is that if researcher-made outcomes are used, participants in the experimental group may align their teaching with the content on the tests, while control teachers may not. A common example of this is in vocabulary interventions, where teachers are fully aware of the vocabulary emphasized in the program and on the test. Measuring knowledge of those specific words of course gives the experimental group a considerable advantage.

Conclusion

This study replicates earlier comparisons, providing clear evidence that measures made by researchers or developers inflate study effect sizes. These findings suggest that meta-analyses should discount or disregard such measures. The findings also suggest that it is not enough to exclude measures aligned with treatments. For example, the WWC Standards 3.0 and 4.0 exclude “over-aligned” measures, yet the present analysis was done with current WWC-accepted studies. Measures made by developers and researchers still inflate effect sizes, even after over-alignment has been accounted for.
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## Tables

### Table 1. Analysis of outcome measures in WWC reviews (all studies, $n = 171$).

<table>
<thead>
<tr>
<th>Types of measures</th>
<th>$n$ outcomes</th>
<th>Average ES</th>
<th>$Q$-Value</th>
<th>df(Q)</th>
<th>$p$-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Researcher-made</td>
<td>122</td>
<td>+0.48</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Independent</td>
<td>549</td>
<td>+0.20</td>
<td>54.79</td>
<td>1.00</td>
<td>&lt;.0001</td>
</tr>
</tbody>
</table>

### Table 2. Analysis of outcome measures in WWC reviews (studies with both types of measures, $n = 35$).

<table>
<thead>
<tr>
<th>Types of measures</th>
<th>$n$ outcomes</th>
<th>Average ES</th>
<th>$Q$-Value</th>
<th>df(Q)</th>
<th>$p$-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Researcher-made</td>
<td>103</td>
<td>+0.49</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Independent</td>
<td>104</td>
<td>+0.30</td>
<td>8.89</td>
<td>1.00</td>
<td>&lt;.01</td>
</tr>
</tbody>
</table>